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2004 USF norms,). Although it first appeared in 2004, usage in which more people rely on mobile devices. In
it has been cited over 1,900 times and is still the mostesponse to interest from other researchers, we also decided
commonly used resource in English. The collection of theséo add a question about participant education levels at
norms started more than 40 years ago and involved ovex point where the study was already underway. Minor
6,000 participants. They contain single-word associatiomlterations notwithstanding, the core word-association task
responses from an average of 149 participants per cueas remained unchanged throughout the project—one in
for a set of 5,019 cue wordsAnother commonly used which the overriding consideration has been to keep the task
resource is theEdinburgh Associative Thesaury&AT;  short, simple, and inclusive.
Kiss, Armstrong, Milroy & Piper1973, a dataset collected
between 1968 and 1971. It consists of 100 responses per cMethod
for a total of 8,400 cues. More recently, British English word
associations have also been collected as part d@itthbeck  Participants
norms which contain 40 to 50 responses for over 2,600
cues (Moss & Older]1996. Looking beyond English, there Participants were recruited online, using a crowd-sourced
are word-association datasets with 1,000+ cues available approach that relied on social media, e-mail, and university
other languages including Korean (3,900 cues; Jung et aM/eb sites. No restrictions were placed on participating apart
2010 and Japanese (2,100 cues; Jogf¥)5. The largest from the requirement that participants be a fluent English
collection is available for the Dutch language (SWOW-NL) speaker. People interested in participating despite a lack
for which the most recently released dataset consists of overf English fluency were referred to other languages in the
12,000 cues (De Deyne et &013h and the latest iteration Small World of Words project as appropriate (currently 14
contains data for over 16,000 cues. This last dataset uses tlaguages are included).
same procedure as the one described here. While there were no age restrictions, only data for
The remainder of the paper consists of two parts. In th@articipants aged 16 years and above were used, as we were
first part, we describe the new dataset and its propertiesnainly interested in the representation of a mature lexicon.
In the second part, we evaluate the validity of these datalhe participants consisted of 88,722 volunteers, of whom
focusing on measures of lexical centrality and semanti&4,712 (62%) identified as female, 33,710 (38%) identified
similarity. Doing so allows us to demonstrate two ways inas male, and 3001%) responded using the unspecified
which we believe these data have broad applicability in thggender category. The average age was 36 yefrs £
field, capitalizing on its unique scale (in terms of number of16). Besides gender and age, we also collected information
cues) and depth (in terms of number of responses). about the native language of the participants. This was done
in two steps. First, we asked the participants to indicate
whether they were a native speaker of English. Depending
Data collection on their answer, they were able to choose from a list of
English-speaking regions, or from a list with most non-
The data described in this paper are part of an ongoingnglish languages spoken in the world. Most people (81%)
study to map the human lexicon in major languages ofvere native American English speakers (50%), with British
the world. Across these different languages, we have trie(ll3%), Canadian (11%), and Australian (5%) speakers as
to keep the procedure as closely matched as possibleextthree largest groups represented in the data. In 2013, we
The original data collection project began in 2003 inalso began collecting information about level of education,
Dutch (De Deyne & Storms2008h De Deyne et al., so these data are available for 40% of the participants.
20138, and since that time some minor changes have beekost of our participants had at least a college or university
implemented. First, although the earliest data collectiorbachelor (81%) or master degree (37%). This suggests a
relied on pen-and-paper tasks, the majority of the datéairly homogeneous sample in terms of education, with
collection for it (and all of the data collection for this some degree of selection bias evident.
project) has relied on a web-based task. Over the time
frame of the project, we also implemented minor cosmetidMaterials
changes to the website to enhance readability and to
accommodate changes in web technology. Most notabhGtimulus materials (cue words) were constructed using a
recent versions of the website have accommodated snowball sampling method, allowing us to include both
wider variety of devices, reflecting changes in Internetfrequent and less-frequent cues at the same time. The
procedure also allowed us the flexibility to add cue words

2Most of this work was done by hand, and a vivid account of this ordeafhat were part of other published studies, which we did
is available ahttp://w3.usf.edu/FreeAssociation/Intro.html over the course of seven different iterations over the years.
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The final set consisted of 12,292 cues included all 1,66ktimulus appearing on the screen was followed with a form
primes and targets from the Semantic Priming Project otonsisting of three text fields, one for the first (R1), second
Hutchison et al. 013, all 5,019 cues from the University (R2), and third (R3) response. Once a field was completed
of South Florida norms (Nelson et &004 and most of the by pressing enter or clicking a button, that entry could no
cues that were part of previously published English wordonger be changed. The response remained on the screen
modality norms (Lynott & Connell2013 and semantic but the color of the response was changed from black to
feature production norms (McRae et 2005. gray.

Procedure Data preprocessing

The study was approved by the KU Leuven Ethics CommitThe data were normalized in a number of steps. We first
tee (ref. G-2014 07 017), and the procedure was identicaemoved tags, quotes, final punctuation, and double spaces.
to the Dutch language data (SWOW-NL) reported by Deln some cases, participants indicated unknown words or
Deyne and Storms2008h and De Deyne et al.2013).  missing responses literally rather than pressing the button.
Participants were instructed that a word would appear ofor example, people sometimes typaoknown word no

the screen and they were asked to respond with the firsesponse or ? rather than pressing the labeled buttons.
three words that came to mind. If they could not think of These responses were recoded as “Unknown word” and
any further responses, they could indicate this by pressingissing (“No more responses”) responses. Only unique
the “No More Response” button. If a word was unknown,responses were included, with duplicate responses to a
they were asked to select the “Unknown Word” button.specific cue by the same participant recoded as missing
They were also instructed to respond only to the word disresponses. This affected 3,222 responses. Next, a small
played on top of the screen (not to their previous responsesijumber of cues were recoded, which will be discussed in
and to avoid typing full sentences as responses. Eadhe coming paragraphs. In what follows, we will focus on
participant was presented with a list of 14 to 18 stimuli. TheAmerican English, as most of the participants spoke this
stimuli presented were selected randomly from those cuegriant. A basic flowchart outlining the various steps of
with the fewest responses in the current iteration. Eacfiltering the data is presented in Fig).

88,722 participants
12,292 cues
4,069,086 responses

Spell-check and canonical cue forms

Y
88,722 participants
12,282 cues
4,069.086 responses

Score participants

84,396 participants

n-gram (n > 1) responses > 30% 12,282 cues
2088 participants 3,863,520 responses
Non-unique responses < 80% Retain 100 R1, R2 and R3
754 participants responses per cue word Y

Native English responses < 60%

1201 participants 83,864 participants
12,282 cues
Unknown + Missing responses > 60% 3,686,400 responses

1815 participants

Retain unique spellings

83,863 participants
12,217 cues
3,665,100 responses

Fig. 1 A simplified flowchart providing a schematic overview of how the preprocessing steps affected the number of participants, cues, and
responses
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Exclusions (e.g., if the cue word wapot and the response waato it

was recoded apotatg. Similarly, we corrected responses
We excluded participants from the dataset if they did no{and occasionally cues) that unambiguously referred to
meet our a priori criteria. First, we excluded participantsproper nouns, but were spelled with lower case (éegQ
that used short sentences. This was determined by countifigcomed_egg. More generally, to the best of our ability,
the number of verbose responsesgfam withn > 1)  we manually spell-checked all responses occurring at least
and removing those participants where more than 30% dfvo times and added proper capitalization in cases that were
the responses consisted of thesgrams (2,088 or 2.4% mostly unambiguous.
of participants® We excluded participants for whom fewer
than 80% of the responses were unique (i.e., they gawglultiple spellings
the same response to many different cue words, 754 or
0.8% of participants). We also removed participants withOur goal is to provide a resource which can be used in a
fewer than 60% of their responses appearing on an Englisimiform way across a broad range of studies. One of the
word list. The word list was compiled by combining word trade-offs we face is how to deal with regional variations in
forms occurring at least twice in the English SUBTLEX spelling found in UK, Australian, Canadian, and other forms
(Brysbaert & New, 2009 combined with the spelling of English besides American English. In the remainder of
list of American English extracted from the VarCon list the article, we focus on American English (spell-checked)
(Atkinson, 2018 and a list of spelling corrections used in responses, leaving room to re-analyze and further collect
this study (see infra). This removed 1,201 or 1.4% of thedata in future work and making the raw uncorrected data
participants. Finally, participants who indicated that theyavailable as well, which might be of interest when studying
did not know more than 60% of their words were alsospelling difficulties.
excluded. This removed 1,815 (2.0%) of the participants. In practice, this led to the following changes. There are
Although the goal of data collection was to recruit 100a number of words that appeared as cues in multiple forms
participants for every cue word, the logistics of large-corresponding to regional spelling variations (eoglor and
scale data collection mean that there were some caseslour), and in such cases we included only the American
in which this number was exceeded. For consistency, thEnglish variant. Accordingly, our analyses did not consider
current release of the SWOW-EN dataset includes onlaeroplane arse ax, bandana bannister behaviour belly-
100 participants per cue. In those cases where more thdmtton centre cheque chequered chilli, colour, colours
100 responses were available for a cue, we preferentiallyorn-beef cosy doughnut extravert favour, fibre, hanky
included data from fluent speakers from major countriedharbour, highschoal hippy, honour, hotdog humour judg-
in the English-speaking world (Australia, Canada, Jamaicanent labour, light bulb, lollypop, neighbour neighbour-
New Zealand, Puerto Rico, United Kingdom, United State$iood odour, oldfashioned organisation organise paper-
of America, Republic of Ireland, and South Africa). As clip, parfum phoney plough practise practise pro-
a result, a total of 177,120 responses are not furthegramme pyjamas racquet realise recieve saviour, seper-
considered in this report and the final dataset then consisteate smokeytheatre tresspasgyre, verandahwhisky WIFI,

of 83,864 patrticipants and 3,684,600 responses. and yoghurt These cue words and their responses were
removed and only the American cue variant was retained.
Canonical forms Some cues also occurred with or without spaces or dashes

(e.g., bubble gumand bubblegurih We replacedblack
Following pre-processing and participant screening, albut, break up breast feeding bubble gum cell phone
responses were recoded in a more canonical form. Faroca-cola good lookinggoodlookinggood lookinghard
nouns, we removed both indefinitive and definitive particlesworkinghard-working lawn mowey seat beltand tinfoil
(a and the respectively). For verbs, we removed thewith blackout breakup breastfeeding bubblegum cell-
infinitival particle to. Some responses suggest explicit wordphone Coca Cola good-lookinghardworkinglawnmower
completions because participants preceded their responseatbeltand tin foil. For consistency, we also replaced
with a hyphen (-) or ellipsis (...). To be able to interpret theséwo cues that only occurred with British spellingeon
responses, we added the cue word as part of the resporeed industrialise with their American counterpartgon
and industrialize Finally, we changedluejay, bunk bed
dingdong dwarves Great Brittain, lightyear, manmade

Sparticipants might match multiple removal criteria simultaneously. . ~ . .
The numbers reported here do not consider overlapping matchersnInISClee andpass overto blue jay, bunkbedding dong

but report only the number of participant matching each criteriondwarfs Great Britain light year, man-madge minuscule
separately. and passover Along the same lines, for the purposes of
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Table 1 The ten most frequent response words, calculated using thgpectrum. Of the first responses (R1), 2.8% of the total
first response (R1) data only or aggregating over all three responses,mbper of response tokens and 51.7% of response types
(R123) were hapax legomena; when we consider all three responses
Types Tokens (R123), the percentages are similar (2.3% of tokens and
57.3% of types). The ten most frequent types and tokens

R1 R123 R1 R123  for R1 and R123 are shown in Tahle Regardless of how
Money Money Money Money frequency was calculated, most words in the top ten were
Food Water Food Water the same. .
Water Food Water Food In natural language, the number of Worq types_ is
boundless, as new words are coined all the time. This is
Car Red Car Car . . .
. . captured by Herdan’s law, which describes an empirical
Love Love Music Music . . L
exponential relation between the number of distinct words
Work Work Old Green . .
and the size of the text (the so called type-token ratio).
Bad Bad Sex Red . , .
According to Herdan'’s law, we might expect that the number
Good Fun Love Love L. . L
of distinct responses in the word association task also
Man Good Dog Work .
_ increases as we collect more data, although the number of
Me Man Bird Old

new responses will gradually drop as the dataset gets larger

. ) (Herdan,1964).
In the “types” column, frequency is defined as the total number of T id fh h b f disti
cue words for which the response was produced at least once. That 0 provide a .sense 0 .OW the number o . Istinct
is, the types-based measure ignores the strength of the association £Hd€-response pairs (types) increases as a function of the
merely looks at the number of cues to which the response is associateétal number of responses tokens, we estimated vocabulary
whereas the tokens-t_)ased measure is sensitive to the number agf'jowth curves for the first response data (R1) and the
strength of the associations. For the “tokens” columns, frequency i lete dat t (R123). Th It h in Ei
measured as the total number of times that the response word W&gmp ete dataset ( )- € resufts are shown in _,Ig.
produced which plots the number of types observed as a function of
the number of tokens examined for the empirical data (solid
lines). Because there are three times as many responses
analysis, we Americanized all non-American spellings inin R123 as in R1, we fit a finite Zipfian Mandelbrot

the response data. The resulting dataset reduced the origimabdel to both datasets using thpfR package (Evert &

12,282 to cues 12,218 words. Baroni,2007). Perhaps unsurprisingly, the model fit curves
(dashed lines in Fig2 show that the number of new types
Distributional properties of cues and responses steadily increases as a function of the number of tokens

collected. The continued growth in the curve highlights the
Our initial look at the data examines how responses arproductive nature of human language: there appears to be
distributed across cues: how often do people producao adequate sample size to capture all words in a language.
idiosyncratic “hapax legomena” responses? How does thilore interesting perhaps is the fact that the rate with which
number of types (unique words) increase as a function afiew types are added tggher for the R123 data than for
the number of tokens (unique responses) in the data? Hothe R1 data, reflecting the fact that the second and third

often are people unable to produce a response? responses do not merely constitutere data, they also
elicit different responses from R1. As we will see in later
Types and tokens sections, this increased response heterogeneity results in

denser networks that produce better estimates of various
Aggregating across all three responses, there were 133,78hds of language-related behavior.
distinct word forms (types) produced in the dataset, of
which only 76,602 appeared only once. If we restrictMissing and unknown responses
ourselves to the first response, there are 64,631 types, of
which 33,410 words occurred only once. Those responseecall that participants pressed either “Unknown word”
that occur only once are referred to hapax legomena upon presentation of the cue (which we classify as an
responses. While these are sometimes removed (Nelsamknown response) or “No more responses” after a first
et al., 2004, our approach is to retain these, in line with responses was given (which we classify as missing). How
the Dutch SWOW data from De Deyne et &0(3h. This  often did this occur? This question is interesting because
approach reflects the view that these are not unreliablé provides a window into the breadth and depth of shared
responses but simply reflect the long tail of the frequencyexical knowledge. Overall, the average percentage of cue
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Fig. 2 Vocabulary growth curve comparing the empirical or observedof observed tokens for R1 and R123. The productivity of human lan-
growth with the estimates from a finite Zipfian Mandelbrot (fZM) guage is evident in the fact that regardless of the sample size, new word
model (Evert & Baroni,2007). The curvesshow how the number types are continuously produced. This effect is greatest when includ-
of different types y-axis) increase as a function of the number of ing second and third responses (R123) rather than only first responses
response tokens@axis). Thevertical linesindicate the total number (R1)

words which people marked as unknown was 2%386r the  this network (for instance, the number of incoming links;
second association (R2), 4.3% of responses were missingge De Deyne et al2014). Finally, it is typical to retain

and for the third association (R3) this number increased tonly the largest strongly connected component. This ensures
9.2%. This suggests that most cues were well known and tht@at only those words that have both ingoing and outgoing
procedure was not too difficult, insofar as most people weredges are retained and that there is a path connecting all

able to provide at least three responses per cue. possible pairs of words in the graph.
In this section, we make use of two different graphs based
Network components and lexical coverage on the maximal strongly connected component. The first

graph,Gr1, was constructed using only the first response
A common application of word association data is to createlata (R1), whereas the second grapki23 was based on
a semantic network, and with that in mind we reportall responses produced (R123). It turns out that almost
statistics for the SWOW-EN dataset that are relevant to sucéill words form part of the maximal strongly connected
applications. As usually formulated, an association networkomponent and therefore only a few of the cue words were
is a graph in which each node corresponds to a word, aneémoved for either graph. Fof g1, the maximal component
an edge connects nodeand; if any person produces word consisted of 12,176 vertices, with only 41 words missing
j as a response when presented with woes a cue (De  from this component.For G 123, the maximal component
Deyne & Storms2008a see for instance; De Deyne et al., consisted of 12,217 vertices; only one vertariéettg, was
2016 Dubossarsky et al2017 Steyvers & Tenenbaum, notincluded.
2009. There is some variation in how these networks are How much data was lost by adopting this network
constructed. Sometimes the edges are directed, reflectingpresentation? That is, given that we reduced the raw data
the fact that word associations are often asymmetric, whil®1 and R123 to graph€ 1 and G123 that are defined
other studies do not use this information. Similarly, edge®ver a set of 12,176 and 12,216 words, respectively, it is
are sometimes, but not always, weighted, in order to refleabatural to ask what proportion of participant responses are
the frequency with which worg appeared as a response to“covered” by this reduced representation. To calculate the
wordi. It is also commonplace to include only those wordscoverage, we computed the average number of response
that appeared as cues within the network, which produces

loss of data which might bias other quantities derived fronPThese wereanchovy anisette aorta, artichoke bad weather bee-

keeper bouillon, bunkbed CAD, campsite cayman chervil, cobweb
- demi drove eggy endive full moon hissing industrialize intoxicate
4The range was between 0% and 52% per cue, remembering that wectarine newsstandnightingale patella, percolatorpoach profes-
excluded anyone who gave 60% or more of these responses. Onjons resentment seahorse shadowy sideburns situate spilling,
1,815 people (i.e., 2% of the full dataset) were excluded on that basistripteasesynthesizeiteaser thicken ticklish, tomahawlandtribune
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Fig. 3 Density plot of the coverage based on single (R1) and continued responses (R123), where coverage in this context refers to the proportion
of responses (to a specific cue) that belonged to the set of cue words in the strongly connected component. The proportion of responses retained
for each cue is indicated by ttxeaxis and shows that most cues retain about 90% of their responses

tokens for each cue when only responses that are part ofsponse. As an example, consider the cue viwedvery

the strongly connected component are considered. Overdbr which the responsbeeroccurs in 85% of R1. In this
coverage was high. The average coveragéfpr was 0.89 case, it seems likely thdieeris dominating or blocking

with a median of 0.91 and the total distribution is shown inother strongly associated responses, and in such cases the
Fig. 3. The proportion of word associations retained withincontinued procedure enables us to assess the full response
the graph differed as a function of the cue word, ranginglistribution. In this section, we investigate the extent to
from 0.11 eituitary) to 1 (aché. The average coverage for which response chaining is present, and what lexical factors
GRr123 equaled 0.87 with a median of 0.88, with valuesat the level of the cue or the preceding response determine
ranging from 0.41Klome to 0.99 @chg. These numbers the amount of chaining.

show that in both the single response and in the multiple

response case the coverage is quite high: most responses tRatiluating chaining

are generated by the participants were also part of the set of

cues, and therefore were retained. A simple way to test for response chaining is to compare
the conditional probability of making a specific R2 response
Response chaining given that a particular R1 response was either made or not

made. For instance, consider the example shown in Table
The use of a continued response paradigm makes Ih this example, the cue word wasn and we are interested
possible to investigate the possibility that people engaga determining whether a participant is more likely to give
in response chaining—using their own previous responsstar as their second response if their first response was
as a cue or prime for their next response to the sammoon To do so, we exclude all cases where a participant
word 8 One effect of response chaining would be to increasgave star as their first response, and then construct the
the heterogeneity of the overall response distribution. I2 x 2 contingency table for R1 against R2 for all remaining
the (arguably unlikely) event that the later responses arparticipants. In this table, the first responses are categorized
completely unrelated to the original cue, this heterogeneitgsmoonor -~ moonand the second responses are categorized
might be detrimental to the overall quality of the data.asstaror - star. If the first response does not act as a prime
Alternatively, if the chained responses are still relatedfor the second response, there should be no association in
to the original cue, the increased heterogeneity might behis table. To test this, we adopted a Bayesian approach for
beneficial in eliciting additional knowledge possessed bythe analysis of contingency tables (Gunel & Dick&9,74
participants, especially for cues that have a very dominantamil et al.,2017), assuming a joint multinomial sampling

model. For thesun—moon—stagxample, the resulting Bayes
8In this paper, we do not discriminate between direct chaining (e.gfactor was 6.53« 10P in favor of an association, with an
sibling cuesbrother, andbrothercuessistel), versus a “latent variable”  odds ratio of -3.88 (95% CI: -5.97 to -2.45). In other words,

account that views multiple responses as the outcome of a hiddep this example, we find very strong evidence for a chaining
concept (e.g.extremitycues “body extremity” and “body extremity” effect

cues botharm and leg). Although direct and hidden chaining may ’ I lculated th i ¢
indeed represent different response processes, the data do not allow usMore generally, we calculated the corresponding Bayes fac-

to distinguish between them. tor (BF) for all possibleue—R1-R&iples. In approximately
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Table 2 Contingency table for the cuginand the mediating effect of word j is given as a response to cue woyds related to the

R1 =moonon R2 =star strengthof the association between wortlgnd j, and as
R2 such should correlate reasonably well with other measures

of semantic relatedness. Moreover, if we aggregate over

R1 Star - Star Total  all cues within the SWOW-EN, and simply consider the
frequency with which wordj appears as a response, we

Moon 13 12 25 . .
should expect this to serve as a measure of the lexical

- Moon 1 74* 75 . . .
centrality. That is, the frequency of a response provides

Total 14 86 100

us with an idea about which words are central or salient

L o o in the lexicon and might determine how efficiently lexical
Note the sampling without replacement correction in the cell indicated

with (*) obtained by removing the occurrences of star as R1 Informathn Can_ be retrieved. . .
To verify this, we used the response frequencies in

the SWOW-EN data to predict three relevant behavioral
1% of cases, we found strong evidence (Bayes fastor measures. The first two measures were taken from the E-
10) for response chaining. Examples of suxfe-R1-R2 lexicon project (Balota et al2007 http:/elexicon.wustl.
triples are presented in TalBeModerate evidence (@ BF  edu). They consisted of lexical decision and naming
< 10) was found for 19% of cases. Some care is requirethtencies for over 40,000 English words. The last measure
when interpreting the “moderate evidence” cases, as thgas taken from the Calgary Semantic Decision (CSD)
Bayes factor analysis yields moderate evidence anytimgroject (Pexman et al.2017, in which participants
the R2 being tested never appeared as an R1, and aspérformed a binary concrete / abstract judgment for 10,000
consequence many of these weaker results may simplynglish words.
reflect the increased heterogeneity in R2. While a more We computed correlations to the SWOW-EN response
sophisticated approach could be adopted that incorporaté®quencies using both the R1 data and the R123 data. For
R3, for the sake of brevity, we simply note the possibility comparison purposes, we computed the same correlations
that a modest amount of response chaining exists in the daffr two additional word association norms (the USF norms
and the EAT norms). Because the number of responses per
cue varied in the USF data (mean = 144, range = [39,203]),
Using association frequency to predict we sampled 100 responses per cue and removed 90 cues that
lexical processing had fewer than 100 responses. This reduced the total set of
cues from 5018 to 4928.
The first half of this paper described a number of properties Moreover, as word frequencies are one of the most
of the SWOW-EN dataset itself. In order to check thepowerful predictors of word processing speed (Brysbaert
validity of the data, in the next part we examine how well theg, New, 2009 in a variety of tasks like lexical decision
SWOW-EN data function as a predictor of other empiricaland naming, we also computed the correlation for the
data relative to other corpora. For example, it is typicalySUBTLEX-US norms, as these norms captured more
assumed that response frequency (i.e., the number of timgariance than previously used word frequency norms
available (Brysbaert & New2009.’

Table 3 Top 10 mediated R2 responses for a specific cue an
preceding response R1 together with their Bayes factor and probabili
compared to no chaining

d .
tQnalysm and results

In keeping with previous studies (Balota et aPQO07

Cue R1 R2 log(BFi0)  Probability gy qpaert & New, 2009, we used thez-transformed
Gender Male Female  16.31 1.00 response times for the lexical decision data and the naming
Siblings Brothers  Sisters 14.29 1.00 latency data. Additionally, in order to reduce skewness,
Sibling Sister Brother  13.65 1.00 we log-transformed both the dependent and independent
Hop Skip Jump 12.98 1.00 variables in our analyses. To do so, thescores were
Parents Mother Father 12.77 1.00 transformed to positive quantities by adding the minimum
Extremity Arm Leg 1253 1.00 of the obtained-scores; for centrality scores, a constant of
Condiments Salt Pepper 11.80 1.00 1 was added.

Korea North South 11.73 1.00

Commence Begin Start 11.68 1.00 "The frequency norms were based on word forms, since Brysbaert
Sex Male Female 11.64 1.00 and New @009 also reported that the advantage in terms of variance

accounted for lemmas was minimal.
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Fig. 4 Pearson correlations, and 95% confidence intervals for nam- of frequency derived from SUBTLEX are included. For the word-
ing and LDT data from the E-lexicon project and semantic decisiorassociation datasets, the partial correlations, indicated,,as are
latencies from the Calgary Semantic Decision (CSD) project (correlaealculated given word frequency based nr SUBTLEX-WF; for
tions multiplied by -1 for readability). Three different word association SUBTLEX-WF, the partial correlation,,., removes the effect of the
datasets (EAT, USF, and SWOW-EN) and one language-based measwverd-association datasets

The results of the correlation analyses are depicteds predictors (relative to word frequencies) for semantic
graphically in Fig4 (red bars). The correlation of the lexical tasks than for purely lexical tasks. Moreover, the fact that
decision time and naming tasks is slightly higher for wordthe results for SWOW-EN were at least as good as older
frequencies (SUBTLEX-WF) than for any of the four word- norms is reassuring. It suggests that our continued-response
association datasets. This is not surprising insofar as thgerocedure, combined with the larger cue set, did not strongly
activation of semantic information in these tasks is limited.affect the validity of the association response counts, and
In contrast, for the semantic categorization, task correlationthat our more heterogeneous participant sample did not
were of similar size. strongly affect the nature of the response frequencies.

Given the broadly similar performance of word-
association response frequency and word frequency as pre-
dictors in these tasks, a natural question to ask is whethédsing word associations to estimate
the word association data encode any additional informasemantic similarity
tion not captured by word frequency. To that end, we also
calculated partial correlations between the association me#a the previous section, we sought to validate the SWOW-
sures, after controlling for the word-frequency informationEN norms in a somewhat simplistic fashion, focusing on
in SUBTLEX-WF (and vice versa). The results are shownthe overall response frequency for each word, aggregated
in pink in Fig. 4, and show a similar pattern as before, withacross cues. It is reassuring that the aggregated data
only modest differences between the four word associatiobehave sensibly, but our expectation is that many interesting
norms. More importantly, they all show that a significantapplications of SWOW-EN norms would rely on the specific
portion of the variance is not captured by word frequencypatterns of cue-response association. To illustrate how
Curiously, the inverse relation does not necessarily hold, athe SWOW-EN norms can be used in this fashion, we
can be seen in the far right of Fig: while word frequency now consider word associations as measures of semantic
does contain unique information for the lexical decision andsimilarity.2 The focus on similarity reflects the importance
naming tasks, it is almost entirely unrelated to semantithat it plays within the psychological literature. Similarity
categorization after controlling for word association. is a central concept in many cognitive theories of memory

Taken together, these results suggest that the responaed language. In priming, similarity between cue and target
frequencies in a word-association task do provide a valid
index of lexical processing, and one that contributegIn the literature, “s_imilarity” is often used as a more narrow term t_han
considerable information over and above word frequency. I S/2tedness”. In this article, we use the term relatedness to identify an

. . . existing association (i.e., a direct path) between a cue and target and
addition, we find that their usefulness depends on the natuige the term similarity to indicate the overlap in either direct or indirect
of the task: word-association norms may be better suitedeighbors they have (see further).
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predicts the latency to process the target and the size &y focusing solely on the direct stimulus—response relation-
the priming effect depends on how similar the primé is. ship between a pair of words, we end up ignoring the rich
In various memory-related tasks like free recall, wordpattern of relationships that span the entire lexicon. It is this
associations are strong predictors of intrusion and recaitlea that we explore with the aid of our three measures of
performance (Deesd959. Representational similarity as similarity. Each of these measures reflects the number of
measured by voxel analysis is also becoming increasinglpaths shared between a cue and a target. The most common
important in neuro-imaging approaches that try to uncovecase is that where only the neighbors shared by cues and
the structure of semantic memory. Across a range of stuargets are considered. In this scenario, two words have a
dies, the fMRI evidence indicates that the pattern of activasimilar meaning if they share many neighboring nodes and
tion across different areas of the brain when reading comwe will use cosine similarity.

mon words (Mitchell et al.2008 can be predicted from However, it is quite straightforward to extend the notion
distributional lexico-semantic models (Schloss &2916.  of relatedness to incorporate indirect paths connecting cues
Against this backdrop, it seems sensible to consider howand targets as well, to capture a more global measure of
the SWOW-EN norms might be used to measure semantielatedness. In the following section, we will address both
similarity. scenarios.

Three measures of semantic similarity Associative strength

This section outlines three ways to estimate semantid@he simplest possible measure of semantic relatedness is to
similarity between a pair of words. These three measuregse the associative strength measpie|c), the probability

vary systematically in terms of the amount of informationof responding with word- when given wordc as a cue.
they use—in the simplest case we consider only thén this case, the relatedness is expressed as a weighted
direct neighbors between two words, whereas in the mostdge between cue and target. Since for most pairs of words
sophisticated case we consider the overall structure cfuch a path does not exist, the use of this measure is
the semantic network. We chose these three measures limited. Instead, we focus on “local” similarity based on the
highlight a tension in how word associations are used. Foneighboring nodes they share. Given two cuesndb, and
instance, the direct associative strength (i.e., associaticatotal of N different nodes, we measure their similariy
frequency) is often treated as a nuisance variable—in thas the cosine between them:

case of priming, tests of semantic facilitation are often

addressed bycontrolling for associative strength, while _ SN p(rilea) priles) 1
manipulating the semantic relatedness between two word¥(Ca; €b) = N 5 N 5 (1)
(? [, see)for an extensive overview]Hutchison2003. In our \/Zizlp(ri|ca) \/Zizlp(ri|cb)

view, this is an unnecessarily limited approach, especially
now that large datasets such as the SWOW-EN normshis cosine similarity measure reflects the shared neighbors
are available: as an alternative perspective, we suggest thetweena and » and consists of a dot product of
association data themselves provide a strong indication dhe associative response strengths in the numerator and
the similarity (and thus the meaning) of a word. Indeeddivided by the L2-norm in the denominator. In contrast
this point was highlighted in the seminal work of [)p  to other distance metrics such as Euclidean distances, the
viijDeese1965, who argued that denominator normalizes the magnitude of each vector,
“The interest of psychologists in associations has which makes both words comparable even when the amount

always been misguided because the whole classi- Of information for them differs. o
cal analysis of associations centered around the cir- We include local similarity based on strength primarily as
cumscribed and uninteresting problem of stimulus - a baseline measure of performance against judged similarity
response, of what follows what.” data when comparing it to global similarity measures
- derived from random walks which we will introduce in the
9A systematic study of priming would bring together both the notion next section.
of association (forward and backward), spreading activation and
distributional overlap. A full evaluation of semantic priming is beyond __ . . linf .
the scope of this article, as it depends on many properties suchClntwise mutual information
as the inter stimulus interval or the nature of the task (naming or
lexical d_ecisipn_. Howeyer, apreliminary analysis using data from thet has long been recognized that the simple frequency
Semantic Priming Project (Hutchison et &013 suggests that the of responsep(r|c) is not an ideal measure of semantic

findings for priming match those of lexical centrality and similarity . .~ "
where the performance of the new continued norms is as good or bettéllm'la”ty (Deese,1963 see p 10,). In recent years, an

than previously used norms. information theoretic measure based on the full distribution
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of responses to cue word— thepositive pointwise mutual A formal implementation of this principle relies on
information (PPMI) — has been shown to predict thea decaying random walk process (see Abott, Austerweil,
behavior in various language processing tasks (Recchia & Giriffiths, 2015 Borge-Holthoefer & Arenas,201Q
Jones,2009 e.g.,). We calculated the PPMI measure afDe Deyne, Navarro, Perfors, & Storm2012 Griffiths,
follows: Steyvers, & Firl,2007) and is closely related to measures
referred to as the Katz index, recurrence and the Neumann
kernel (Fouss et al2016 in other domains than psychol-

PPMI(r|c) = max<0, log, (p(rlc))> ogy. In this paper, we adopt the approach described in De
p(r) Deyne et al. 2016, and assume that the similarity between
p(rlo) pairs of words is captured by the distributional overlap of
PPMI = max|0,log) | =—— 2 . -
(rle) ( 9 (Zi p(r|c)p(c)>) @) the direct and indirect paths they share (Borge-Holthoefer
p(rle)N & Arenas,201Q Deese 1965 De Deyne et al.2015. For
PPMI(r|c) = max<0, log, (W)) each node, this distributional representation constitutes a

weighted sum of paths. More formally, consider a walk of a
maximum lengthr = 3, wherel is the identity matrix and

In the second line of the equation, the denominator takethe damping parameter < 1 governs the extent to which
into account how often a response is given for all ciles similarity scores are dominated by short paths or by longer
In the last line of the equation, we observe that iie)  paths (Newmar2010:
is identical for allc and equals AN whereN corresponds
to the number of cues (or vertices) in the graph. ThisGrw
way, responses that are given very frequently for manﬁrw
cues are considered less informative than responses th&trw

are given for only a small number of cues. In ContraStDuring each iteration, indirect links reflecting paths of

to associative strength, this mutual information measure, | . are added to the araphs. Longer paths receive lower
thus considers distributional information derived from the g grapns. gerp

. ) ) : ight f th f «. In the limi
entire graph. In line with our previous work (De Deyne weights because of the exponenbf e. In the limit, we

. ) arrive at a simple representation based on the inverse of the
et al.,2016 De Deyne et al.2016, we apply point-wise b P

; : . transition matrix:
mutual information to the forward associate strengths. In

light of th_e typical results in_ text-corpus based studies, WeG,y = 3, _o@P)" = (IS aP)St (4)

expect this approach to positively affect the performance in

semantic tasks (Bullinaria & Levy2007). After weighting A common problem is that such a walk will also be biased

the responses according to Equation 2, we again calculateédward nodes that are highly connected (Newni201.0.

local similarity as the cosine overlap between two words. To address this, the matriR is constructed by applying
the PPMI transformation to the raw association data and

Arandom walk measure normalizing the values to sum to 1. Finally, like the local
measure of similarity, we then take the cosine of the PPMI

The PPMI measure of relatedness extends the simpl@w-normalizeds,,, distributions to calculate the similarity

associative strength measure by taking into account the fudf two words.

distribution of responses to a particular cue word, but it

is still a “local” measure of similarity in the sense that it Benchmark data

only considers the responses to that specific cue. Taking

a more “global” network perspective it is easy to see thaffo evaluate these measures of similarity, we rely on

similarity reflects more than just the immediate neighborseven existing datasets in which participants judged the

of a word, and could equally consider indirect paths orsimilarity of word pairs. We briefly describe these data

neighbors of neighbors as well, consistent with a spreadin(see also De Deyne et aR016. In one study, SimLex-

activation mechanism (Collins & Loftud979. In contrast 999 (Hill et al., 2016, subjects were explicitly asked to

to local similarity, a global similarity measure also considergudge thesimilarity between words ignoring their potential

the similarity among the neighbors themselves, leading toelatedness. In the remaining studies, participants were

a recursive interpretation based on the idea that a nodesked to judge the relatedness of word pairs using rating

activates not only its neighboring nodes, but also thescales. These include the WordSim-353 relatedness dataset

neighbors of these neighbors, though one would exped®igirre et al., 2009, the MEN data (Bruni et al.2012),

that these indirect relations contribute less to the overalhe Radinsky2011 data (Radinsky et @D11), the popular

similarity than the more salient direct relationships. RG1965 dataset (Rubenstein & Goodenou®69, the

r=1)
r=2)
(r=3)

I?
aP+ 1, 3
a?P2+ aP + 1
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MTURK-771 data (Halawi et al2012 and Silberer2014, a Extending this analysis, we repeated the procedure above
large dataset consisting of mostly concrete words (Silberer &or the USF norms, the EAT norms, and an aggregated
Lapata,2014. dataset that pooled the USF norms with the SWOW-EN
Because the SWOW-EN dataset contains capitalizatiojorms. The results are shown in Fig.and Table5. For
proper capitalization was restored in a number of evaluationeasons of conciseness, this table only presents the (micro-
sets. Similarly, we checked the occurrence of proper noungveraged correlation across all seven datasets. The pattern
among the EAT and USF cues and applied capitalizatio®f results is similar, despite that only half of the similarity
where appropriate. We also checked the spelling mistakegairs were present in all three word-association datasets.
and variants and corrected mistakes or converted to Amerln general, measures of similarity based on EAT, USF, and
can English to ensure maximal overlap between the datasetbe R1 data from SWOW-EN perform similarly, while the
larger R123 data from SWOW-EN yields somewhat better
Results and discussion performance. Finally, there is no evidence that combining
the USF and SWOW-EN R123 norms together improves
The performance of all three similarity measures is showrperformance, as the red curves in Fgllustrate.
for each of the seven studies Figand in Table4, which Overall, the results strongly favor the random walk
tells a very consistent story. Regardless of whether thapproach, especially when sparsity of the data is an issue.
measures are computed using R1 data or R123 data, tAde findings are in line with our previous work exam-
PPMI measure always outperforms the simpler associativilding how people make judgments about very weakly
strength measure, and the random walk model alwaytelated words (De Deyne et al2016§ and with other
performs at least as well as the PPMI measure, but usuallgcent approaches that show how indirect paths contribute
performs better. to semantic similarity (Kenett et al2017. Returning
For the associative strength and (to a lesser extent) PPMd Deese’s (1965) comments quoted earlier, the central
measures, the larger dataset based on R123 leads to beitgrition—namely that the simple stimulus-response contin-
predictions than the first response only data in R1, thouglgencies are thieastinteresting aspect to word association
this effect is almost completely attenuated for the randontlata—seems to be borne out.
walk measure. There are some differences among the
various datasets—most measures performed worst on the
SimLex-999 dataset, in which participants were explicityGeneral discussion
trained to ignore relatedness when judging word pairs—
but even in this case the same pattern of performance Is this article, we have presented a new dataset for

observed. English word associations. It was constructed to capture
MEN MTURK-771 Radinsky2011 RG1965 Silberer2014  SimLex-999  WordSim-353
1.0
0.8 7 . ) // /
0.6 [/ -
o
0.4
0.2
Response
R1
0.0 -o- R123
N\ N\ N\ N\ N\ N\ N\
{\&Q QQ® Q§ {\&Q QQ® Q§ {\&Q QQ® Q§ (\&Q QQ® Q§ {\§ QQ® Q§ (\&Q QQ® Q§ (\&Q QQ® Q§
& & & & & & &

Fig. 5 Pearson correlations and confidence intervals for judged simiPPMI, or global similarity-based random walks (RW). Graphs includ-
larity and relatedness across seven different benchmark tasks. Preding the first responsesG(zr1) and all responsesG(ri23) show how
tions are based on either local similarity using associative strengttsimilarity interacts with the density of the graph

@ Springer



Behav Res (2019) 51:987..1006 999

EAT USF R1 R123

0.84
oo : : ; /

0.4 1

0.2

0.0

N\ \S N\ N\
& & & S & & & & & & & &
%\SQ %\S@ %\SQ %‘\SQ}

Fig. 6 Comparison between two existing datasets (EAT and USF) angimilarity-based random walks (RW). In addition to the three associ-
SWOW-EN in predicting human similarity and relatedness judgmentsation datasets, a combination of USF and SWOW-E& Curves is
Pearson correlations and confidence intervals reflect micro-averagedcluded as well showing that adding more data does not markedly
judgments across seven benchmark tasks. Predictions are based iomprove the results

either local similarity using associative strength, PPMI, or global

a large portion of the mental lexicon by including over measures (associative strength) when given rich data like
12,000 cue words and 300 associations for each of thes®WOW-EN R123 £ = .64). However, when the data are
cues. It includes the cues of the USF dataset, which willess rich (EAT) and the measure is based on distributional
facilitate further replications of previously obtained results,overlap based on simple associative strength, the predictive
but doubles the number of available responses per cupower declines drastically, and the overall correlation with
Because the total number of cues is considerably largesemantic relatedness is a mere .46. The ability to pro-
than previous datasets, it is possible to derive an accuratice quantitatively better predictions matters in a number
semantic network based on cue words only. The biggesif areas. Many categorization accounts predict prototypi-
advantage of this is that it opens up a variety of new analysesality by considering how similar category exemplars are
that take into account the overall structure of the cue-base each other. Word associations offer a way to estimate
semantic network, some of which we have briefly outlinedsuch prototypicality (De Deyne et a2008. Likewise, esti-

in this paper. mates of similarity are also the key component in predicting
other aspects of word meaning such as connotation based
The importance of rich association networks on valence, arousal and potency, concreteness or even age-

of-acquisition. In these cases as well, our findings suggest
One of the main points we have emphasized throughout ihat word associations often out-perform predictions based
the importance of considering association in context. Thi®n the most recent text models (De Deyne et2016 Van
was especially evident when using word associations t&ensbergen et aR016 Vankrunkelsven et al2018 using
predict semantic relatedness. As we have seen, the predig-very sparse representation. More generally, we expect
tive power of the norms varies considerably depending otthat these findings will be useful across a range of studies
the density of the word association networks used, and thabout psychological meaning, including priming studies and
amount and weighting of the information encoded in thepatient studies where semantic effects might be small and
entire network. There is an enormous difference betweego undetected when the relatedness reflects distributional
the worst performing measure and the best. When a ramroperties in external language.
dom walk measure is based on the SWOW-EN R123 data,
we obtain good predictions about semantic relatedness ( Comparison to other measures and approaches
.81). Moreover, it is possible to produce good predictions
when a more sophisticated model (random walk) is appliedt is unlikely that word-association measures will always
to comparatively impoverished data such as the EAE(  provide the best tool for studying semantic representa-
.73), and similarly, it is possible to get by with simplistic tion, and some comments about the relationship to other
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approaches are worth making. For instance, we found th&015 for an overview). Here as well, word associations
association response frequency correlates only moderatebutperform text-based semantic models. Previous work
with word frequency { = .54), and while word asso- using largely the same benchmarks presented here showed
ciation data seem well suited to semantic categorizatiothat the best-performing text model resulted in a correlation
and semantic relatedness, word frequency measures (bas#fdr = .69, which was significantly lower than that of
on the SUBTLEX-US data) performed better as predicthe best-performing word-association modek: .82 (De
tors of lexical decision times and naming (but see further)Deyne et al.2016.
That being said, in contrast to other subjective techniques Apart from their ability to predict, it is also important
to elicit meaning, the information captured by an uncon-to considemwhat kindof theoretical contribution subjective
strained word association task does seem to captur@gtite measures of meaning can make, especially as improved
kind of meaning; meaning that is not limited by defining, objective measures of language from corpora are becoming
characteristic, or entity features, but meaning that reflectavailable. Some researchers have argued that word-
mental representations that include properties about connassociation measures correspondetopty variables (as
tation, scripts and themes, properties notably absent fromiscussed in Hutchison, Balota, Cortese, & Wat241Q8.
other subjective measures such as feature norms (De Deymfe underlying idea is that the processes involved in
et al.,2008 McRae et al.20095. generating them are likely to match other processes in
To verify if this indeed the case, we performed ancommonly used tasks such as priming or similarity ratings.
additional analysis comparing similarity benchmark datdf so, this might explain their good performance in
introduced earlier and two publicly available feature setscomparison to objective text-based measures (e.g., Jones,
the McRae feature norms for 541 nouns (McRae et alHills, & Todd, 2015. At the same time, researchers have
2005 and the CSLB feature norms for 637 words (Devereuxcriticized word associations to be underpowered as well,
et al.,2014. For conciseness, we only compared them tdecause they only capture the most dominant responses,
the similarity estimates of SWOW-EN using all responsesvhereas the amount of text that can be encoded in text-based
with spreading activation strengths. Since most of thesenodels is virtually limitless, which allows for the explicit
norms are collected for concrete norms, only two studiesgncoding of weak co-occurrence relations (Roelke et al.,
Silberer2014 and MEN, had sufficient overlap with the2018.
stimuli in the feature norms. Similarity was calculated ina Our findings speak to both of these conjectures. First
standard way, using the cosine overlap of the feature vectoof all, we agree that when causal claims about the nature
where each entry corresponds to the number of participantf semantic cognition are the objective, the question of
that gave the feature for the concept. Using the McRaeircularity should be taken seriously. Even so, it is far
norms, the results werg(65) = .64, CI = [.47,.77] for  from clear whether circularity through shared processes
MEN andr (2392 = .77,C1I =[.75,.79 for Silberer2014. leads to better predictions. Assuming that some processes

For SWOW-EN, the results were(65 = .85 CI = might be shared across different subjective tasks, there
[.76,.90 and r(2392 = .85 CI = [.84 .86 for the are many reasons why prediction might be suboptimal.
same datasets. For the CSLB norms, we fou(iB2) = Specific biases (e.g., a frequency bias) might mask the
.70,CI = [.60, .78 for MEN andr (3126 = .80, CI = content of representations, or the subjective judgments

[.79 .8]] for Silberer2014. Again, the correlations were might be idiosyncratic or fail to capture weak connections.
higher for SWOW-EN,r(132 = .90,CI = [.86,.93 Furthermore, a priori, it is not clear whether the type
and r(3126 = .86 CI = [.85.86 for MEN and of responses found in associations are appropriate, and
Silberer2014, respectively. In short, these findings suggesierhaps more restrictive subjective tasks such as concept
that concept feature norms only partly capture meanindeature generation are more predictive when in comes to
involved similarity judgments as well. More generally, tasks tapping directly into word meaning. What we find
it suggests that word association norms provide a morg that strength measures typically provide a poor account
reliable alternative for concept feature norms for a wideof relatedness or similarity, and preliminary analyses
variety of words and potentially the best semantic measuren priming. However, measures that incorporate indirect
available to date. informative relations systematically outperform simple
Looking beyond measures based on experimental taskstrength-based measures. As noted earlier, this was clearly
there are many lexico-semantic models that rely ordemonstrated when comparing the current norms with USF,
naturalistic text corpora as their input data, typically usingwhere we found that spreading activation almost completely
some form of dimensionality reduction to extract a semanticompensates the fact that only dominant responses are
representation (see Jones, Willits, Dennis, & Jonesgncoded explicitly.
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Apart from the conclusions that can be drawn fromexternal language representations might provide a way
inference using very little data, there might be a moreforward towards understanding the nature of our mental
important factor underlying the success obtained using wordepresentations.
associations. A recent study found that the performance
of word associations was mainly due to the fact thatOn differences between norms
for concrete concepts, word associations provide more
grounded representations than do text models. The sanmfdroughout the paper, we have observed small but
study also evaluated emotional grounding in abstract wordgonsistent differences between the older USF and EAT
There as well, a sizable advantage of associations relativeorms and the newer SWOW-EN dataset. In many cases,
to text-based representations can be explained because wahe differences are simply a matter of scale: the SWOW-
associations accurately capture crucial emotive factors sudeN dataset is much larger than earlier norms, and in some
as valence and arousal in abstract words, which makeases this may provide an advantage. However, it is worth
up the majority of the words in our lexicon (De Deyne et al.,noting some of the other differences between the dataset.
2018. The current sample is without doubt more heterogeneous

Altogether, this suggests that studying word associationthan the EAT and USF samples, which were collected
can reveal properties about both the processes and naturegredominantly among college students.
the representations involved in semantic cognition. While It is very likely that performance will be higher in
understanding the formation of word associations itselftudies in which there is a close match in participant
is an aspirational goal (and supported by the convergemtemographics with any given word-association dataset. For
validity provided in our findings), it would involve a example, we expect that the associations in USF will
perceptual (and emotional) grounded model, where modadrovide a good match when the participants are American
specific representations are notoriously hard to obtain ircollege students. Besides demographic differences and the
an unsupervised or objective fashion. For example, thebvious difference between our continued response task and
best-performing multimodal models are supervised learninthe more traditional single response task, there are other
models trained on human naming data (e.g., Bruni, Trandifferences that need to be pointed out as well.

& Baroni, 2014 Silberer & Lapataz014). For now, even One notable difference lies in the task instructions.
the most recent text-based lexico-semantic models providEhe instructions we used were designed to elicit free
only weak-to-moderate correlations with word associationsassociations in the broadest possible sense, whereas in
A representative example is a recent study by Nematzadehe USF norms Nelson et al2@04 participants were
etal. 017 in which the highest correlation obtained acrossasked to write down the first word that came to mind
a variety of text-based models (including topic and wordthat was “meaningfully related or strongly associated to
embedding models) were used to produce word associatiotise presented cue word.” The fact that participants were
was .27. asked to give aneaningfulresponse might affect the type

As text-based approaches of semantic cognition continuef responses that are generated. There is some indication
to improve, it is also becoming increasingly clear thatthat this indeed might have resulted in a different type
more stringent criteria to evaluate them are needed. One of response, for example by considering the number of
the challenges is that much larger amounts of text mightimes participants make reference to proper nouns (names
be over-fitting the behavioral data leading to erroneousf people, movies, books, etc), which are not that common
conclusions about what kind of representations language the USF norms. The selection of cue words itself is
contributes to. An example is the capacity of extremely largdikely to have contributed to this as well, as the current
text models to encode some modal-specific representaticset also included a small number of proper nouns, which
(Louwerse,2011). Apart from the issue whether their size might have indicated to the participant that such words
is appropriate, this example also illustrates the difficultywere also valid responses. When we consider the EAT,
of proving the unique (causal) contribution given thethe differences in methodology and sample are somewhat
overlap with abundantly available modal-specific perceptuainore pronounced. Not only are the EAT data older, they
information that is also contributing to our mental were collected from British speakers that differed on other
representations through processes of perceptual simulatisi@mographic measures also (students between 17 and 22,
or imagery. In areas such as these, both subjective internaf which 64% were male). The instructions for EAT asked
and objective external measures can contribute to oyvarticipants to write down for each cue the first word it made
understanding of word processing and semantic cognitiohim or her think of, working as quickly as possible (Kiss
and taking a dialectic approach of comparing internal anet al.,1973.
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Perhaps it comes as a surprise that in light of all theséhe discussion of response latencies for word associations.
differences, the three datasets often produce similar leve&lthough these are now standard collected across the
of performance. It is especially noteworthy that measureslifferent SWOW projects, a full treatment of the use and
of semantic relatedness based on a “spreading activatiomtoperties of these latencies derived from the continued
measure proved to be highly robust to differences in thevord association task would be beyond the scope of this
datasets, again highlighting the value of using a method thairticle. Second, it would be good to keep extending the
incorporates information about the global structure of thevords included, especially as new words are introduced
semantic network? in the language. However, our results indicate diminishing

A final point to make when comparing different norms— returns for adding a large number of new cues that are
one that we have not focused on in this paper—is tdikely low frequency. Instead, it might be useful to further
consider the differences between the English languagelaborate on the different English variants (e.g., British and
data (SWOW-EN) and the Dutch language data reportedmerican) or supplement them with age-balanced data. We
previously (SWOW-NL). The literature on word processingalso expect that better methods and models could further
shows a strong English-language bias and some effec&hance the use of word associations. For example, in the
might be language specific. While we have previouslycurrent work, a subject’s primary, secondary, and tertiary
investigated Dutch word associations and found similaresponses were simply added, which in some cases might
results for relatedness (De Deyne et @015 De Deyne introduce a bias. Other ways of calculating associative
et al., 2016, centrality effects in lexical processing were strength over multiple responses by non-linearly weighting
better predicted by association response frequencies mesponses and considering sampling without replacement
Dutch, even though external word frequency norms weréor secondary and tertiary responses might be better suited
also based on SUBTLEX subtitles in Dutch (De Deyne(De Deyne et al.2013a Maki, 2008. As demonstrated in
et al.,2014. There might be a number of factors underlyingthe current work, some degree of response chaining will
this observation, such as systematic language differenceseed to be considered as well.
demographic differences, or even differences in the quality Finally, in most research based on subjective or language
of the word frequency predictors. However, without furthercorpora, we assume that the language or responses averaged
systematic research, any claims in this area remains largetwer a large sample of speakers captures representations

speculative. at the individual level as well. Evidence across a wide
range of studies with different speakers suggests this is
Future work indeed the case. While language and its communicative

role might be special in providing a pressure to align
While we have focused our comparison mostly on previousur linguistic representations between different individuals,
English word associations, one of the goals of the currenany interesting questions about individual differences
project is to collect these data for the most commorremain unanswered. Partly, this has to do with the difficulty
languages in the world. So far, the largest resource is thi® collect large samples of language from an individual.
Dutch SWOW-NL, which currently contains over 16,000 However, recent work suggests that studying individual
cue words and good progress is made on a similanetworks might be feasible (Austerweil et £Q12 Morais
Mandarin Chinese project, for which we collected at leaskt al.,2013 and ongoing work to extend this approach is
50 participants generated three associates to each cue, famrently ongoing.
over 8,500 cues. Altogether, we cannot help but agree with the closing

In future research, we plan on extending the Englistparagraph by Nelson et aR@04 p. 406) in the context of

database along two major lines. First, we have omittedhe USF norms: “Difficult as they are to collect, such norms

offer better maps for predicting performance in certain

cognitive tasks, and if anything, more norms are needed.”

10To further illustrate this point, we correlated the predicted Author Note This research was supported by ARC grant
relatedness for the stimulus pairs of the seven studies described DE140101749 awarded to Simon De Deyne. Our gratitude goes to
the previous section and compared how similar these predictions wemdl volunteers without whom none of this would have been possible.
among models and found a correlation of .90 between the USF and ti&pecial thanks to researchers who supported this project, in particular
comparable SWOW-EN norms using the global random walk measur€onCat, Emmanuel Keuleers, and Pawel Mandera for extra exposure,
based on the first response, whereas the correlation was lower for tidax Louwerse for valuable discussion, James Deese and Douglas
local similarity measures: .84 for associative strength weights, .78 foNelson for continuous inspiration, and Jim Neely and Erin Buchanan
PPMI. for their helpful reviews. All comments can be sent to the first author.
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Appendix A

Supplemental Tables

Table 4 Pearson correlation for seven judged relatedness and similarity studies, using three theoretical measures of similarity (strength, PPMI,
and random walk) constructed using either R1 or R123 responses from SWOW-EN

Strength PPMI RW

Dataset N r Cl r Cl r Cl

SWOW-EN R1
MEN 2706 .48 .45 .51 .64 .62 .66 .79 .78 .81
MTURK-771 716 43 .37 .49 .62 .57 .66 .76 .73 .79
Radinsky2011 158 .39 .24 .51 .62 .51 71 77 .70 .83
RG1965 53 .60 .38 74 a7 .62 .86 .90 .82 .94
Silberer2014 6404 .61 .59 .62 .73 72 .74 .82 .81 .83
SimLex-999 988 .33 .27 .38 .54 .49 .58 .64 .60 .67
WordSim-353 311 .38 .28 A7 .54 .46 .61 .72 .66 77
Micro AVG 11336 .53 .52 .54 .68 .67 .69 .79 .78 .80

SWOW-EN R123
MEN 2706 .61 .58 .63 74 72 .76 .81 .79 .82
MTURK-771 716 .56 .51 .61 72 .68 .75 77 .73 .79
Radinsky2011 158 .54 42 .64 71 .63 .78 77 .70 .83
RG1965 53 74 .58 .84 .86 .76 .92 .92 .86 .95
Silberer2014 6404 .69 .67 .70 .80 .80 .81 .84 .83 .85
SimLex-999 988 .45 .40 .50 .67 .64 .70 .68 .64 71
WordSim-353 311 51 43 .59 .64 .57 .70 .74 .68 .78
Micro AVG 11336 .63 .62 .64 a7 .76 a7 .81 .80 .81

The “micro-averages” across datasets adjust for sample size by standardizing the ratings in each study and then correlating pooled data with
theoretical predictions

Table 5 Pearson correlation based on micro-averages dver 5, 202 items of seven datasets involving similarity judgments and relatedness
derived from EAT, USF and SWOW-EN

N =5202 Strength PPMI RW

Dataset r Cl r Cl r Cl

EAT .45 43 47 .62 .61 .64 73 72 .75
USF .45 43 47 .65 .63 .66 77 .76 .79
SWOW-EN R1 .46 44 .48 .65 .64 .67 .78 a7 .79
SWOW-EN R123 .58 .56 .60 .75 74 .76 .80 .79 .81
USF + SWOW-EN R1 .48 .46 .50 .70 .69 .72 .79 .78 .80
USF + SWOW-EN R123 .54 .52 .56 .76 .75 77 .79 .78 .80

The columns refer to the role of weighting (associative strength or positive point-wise mutual informaftidhMf) and spreading activation

using random walks (RW). The last two rows show the results for combined datasets through the intersection of cues found and single responses
from USF and SWOW-EN
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Appendix B: Terms of use and online Agirre, E., Alfonseca, E., Hall, K., Kravalova, J., Pasca, M., &
materials Soroa, A. (2009). A study on similarity and relatedness using
distributional and WordNet-based approachesPioceedings of
. . Human Language Technologies: The 2009 Annual Conference of
Fair use and referencing the data the North American Chapter of the Association for Computational
Linguistics (pp. 19-27).
The data can be used for research purposes only. It is suBtkinson, K. (2018). Variant conversion info (VarCon), accessed

. . AN . February 6, 201&http://wordlist.aspell.net/varcon-readme/
ject to a Creative Commons Attribution-NonCommercial Austerweil, J. L., Abbott, J. T., & Griffiths, T. L. (2012). Human

NoDerivs 3.0 Unported License and cannot be redistributed  memory search as a random walk in a semantic network. In
or repackaged without explicit consent from the first author.  Pereira, F., Burges, C., Bottou, L., & Weinberger, K. (Eds.)
When using these data, please refer to them as the SWOW- Advances in Neural Information Processing Syste(ms. 3041
EN2018 word association data and unless needed, use tj 3049). Curran Associates, Inc.

. . . > - ! . glota, D. A., Yap, M. J., Hutchison, K. A., Cortese, M. J., Kessler,
corrected version for consistency. This project is a work in  g_ Loftis, B., & Treiman, R. (2007). The English Lexicon Project.
progress so if you find these data useful, please consider Behavior Research Methad39, 445-459.

sharing our studyhttps://smallworldofwords.org/ Battig, W. F., & Montague, W. E. (1969). Category norms for
verbal items in 56 categories: A replication and extension of the

Connecticut category normdournal of Experimental Psychology

Available resources Monographs80, 1-45.
Borge-Holthoefer, J., & Arenas, A. (2010). Categorizing words
Original and processed datAll data is available at through semantic memory navigatiomhe European Physical
httos:// I Idofword / iact/ h/ Journal B-Condensed Matter and Complex Sys&#h<265-270.
ps./ismallworldolworas.org/project/reseatc Bruni, E., Boleda, G., Baroni, M., & Tran, N. K. (2012). Distributional

The data consist of files with the original and processed  semantics in TechnicoloProceedings of the 50th Annual Meeting
data as used in this manuscript. The original unprocessed of the Association for Computational Linguistics: Long Papers-

data file contains both participant and response informatiorl%rUXOIErn?r:;nl?ﬂé_}i4§' Baroni, M. (2014). Multimodal distributional

It consists of the complete raw uncorrected responses  semanticslournal of Artificial Intelligence Research9, 1-47.
and cues. These data might be useful for those interestailysbaert, M., & New, B. (2009). Moving beyond Kera and Francis:
in spelling mistakes or would like to experiment with A critical evaluation of current word frequency norms and the

i ; : introduction of a new and improved word frequency measure for
other ways of normalizing responses. Each row in the file American EnglishBehavior Research Methodél, 977990,

consists of participant and response data. The participa@ljinaria, J. A., & Levy, J. P. (2007). Extracting semantic representa-
data include a unique participant identification number, age, tions from word co-occurrence statistics: A computational study.

gender, education, city and country details, native Ianguagg ”Beh?/ii/lf RgsfafftCh 'VllzetEQ?g’7 55%0;526- g dation th
. . ollins, A. M., Oltus, E. F. . Spreading-activation theory
and test date and time. The response data consist of the cug, of semantic processingsychological RevieyB2, 407—428.

the first response (R1), the second response (R2) and tig Deyne, S., & Storms, G. (2008a). Word associations: Network and
third response (R3). For each of the three responses, the semantic propertie®ehavior Research Method#0, 213-231.

original and spell-checked responses are included. De Deyne, S., & Storms, G. (2008b). Word associations: Norms
9 P . . P for 1,424 Dutch words in a continuous tagsehavior Research
The second file is derived from the raw data and Methods 40, 198—205.

consists of spell-checked cues and responses after removing Deyne, S., Verheyen, S., Ameel, E., Vanpaemel, W., Dry, M.,
participants that did not meet selection criteria. In contrast Voorspoels, W., & Storms, G. (2008). Exemplar by feature

; : applicability matrices and other Dutch normative data for semantic
to the previous file, each cue has exactly 100 R1, R2, and conceptsBehavior Research Methodt0, 1030-1048.

R3 respon_ses._ As described in the text, the responses wesg Deyne, S., Navarro, D. J., Perfors, A, & Storms, G. (2012).
also Americanized. We propose to use these data as much as Strong structure in weak semantic similarity: A graph-based
possible to facilitate comparison between results and refer account. InProceedings of the 34th Annual Conference of the

to this dataset as the SWOW-EN2018 data. Cognitive Sgience Societypp. 1464-1469). Austin: Cognitive
Science Society.

In addition, we also provide a list with manqally De Deyne, S., Navarro, D. J., & Storms, G. (2013). Associative
annotated spelling errors and welcome any suggestions to strength and semantic activation in the mental lexicon: evidence

further extend this list. The scripts to process the data and from continued word associations. In Knauff, M., Pauen, M.,

. . . Sebanz, N., & Wachsmuth, I. (EdsProceedings of the 33rd
calculate the measures reported in this paper can be obtained Annual Conference of the Cognitive Science Socigty. 2142

from https://github.com/SimonDeDeyne/SWOWEN-2018 2147). Austin: Cognitive Science Society.

De Deyne, S., Navarro, D. J., & Storms, G. (2013). Better explanations
of lexical and semantic cognition using networks derived from
continued rather than single word associati@&havior Research
Methods 45, 480—-498.

De Deyne, S., Voorspoels, W., Verheyen, S., Navarro, D. J., &
Abott, J. T., Austerweil, J. L., & Griffiths, T. L. (2015). Random Storms, G. (2014). Accounting for graded structure in adjective
walks on semantic networks can resemble optimal foraging. categories with valence-based opposition relationshipsguage

Psychological Revieyl22, 558-559. and Cognitive Processg®9, 568-583.
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